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Information technology (IT) systems
frequently come between the professional
and the primary task as the real world of
touch, shape, size, form (and smell) is
replaced by an image on a screen or a
stream of data or calculation outputs. This
can lead to high levels of abstraction where
the ability to judge is diminished. I have
described elsewhere the case of a designer
using an advanced computer aided design
(CAD) system who input the decimal point
one place to the right and downloaded the
resultant output to the production
department on a computer-to-computer
basis (Cooley 1991). The seriousness of this
error was further exacerbated when the
designer, shown the resulting component
which had been produced, did not even
recognise that its dimensions were ten times
too large.

Scientific knowledge and mathematical
analysis enter into engineering in an
indispensable way and their role will
continue. However, engineering contains
elements of experience and judgment,
regard for social considerations and the
most effective way of using human labour.
These partly embody knowledge which has
not been reduced to exact and mathematical
form. ‘They also embody value judgments
which are not amenable to the scientific
method.’ (Rosenbrock 1977).

These will be significant issues as IT is
increasingly deployed in societal areas such
as that of healthcare. Cases already abound
and many have become high profile public
issues, e.g. the paediatricians who
administered a fatal dose of 15 mg of
morphine instead of the correct 0.15 mg for
the baby (Rogers 1999; Joseph 1999). They
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did this in spite of being warned by a staff nurse that the dose was
obviously incorrect.

Those introducing the avalanche of new technologies frequently limit
their considerations to first order outcomes. These usually declare the
positive and beneficial features, whilst only fleeting attention is given to
the downside, if at all. It is as if the laws of thermodynamics no longer
apply and that you can get something for nothing. We are now beginning
to learn, to our cost, that there are ‘no free dinners’ with technology. For
too long we have ignored the double edged nature of science and
technology. Viewed in this light, it has produced the beauty of the Taj
Mahal and the hideousness of Chernobyl, the caring therapy of Röntgen’s
X-rays and the destruction of Hiroshima, the musical delights of Mozart
and the stench of Bergen Belsen.

Most technologies display positive and negative aspects. There is now
an urgent need for a new category of competence – an ability to discern the
positive and negative aspects of a given technology and to build upon the
positive whilst mitigating the negative features. It is not a question of
being for or against technology, but rather discerning the positive and
beneficial uses of it.

One negative aspect of IT technology is the under-valorisation and
frequently the squandering of our society’s most precious asset which is
the creativity, skill and commitment of its people. Over the past 21 years
AI and Society has facilitated a debate on positive alternatives to the
existing developments and has placed particular emphasis on the potential
for human centred systems. Its articles, reports and the conferences it has
facilitated have provided practical examples and case studies of systems
design which celebrate human talents.

It requires courage, tenacity and profound insights to develop these
alternatives in our obsessively technocratic and machine centred culture.

The wow factor
Technology in its multi-various forms is rapidly becoming all pervasive. It
permeates just about every aspect of what we do and who we are. It ranges
from the gigantic, such as the diversion of rivers and the repositioning of
mountains to the microscopic level of genetic engineering. Science fiction
becomes reality as faces are transplanted and head transplants are
confidently predicted.

The ‘wow!’ factor is mind-blowing. Even simple internet procedures
have a God-like quality. With Google Globe you can look down on our
planet and travel over continents and countries, quickly homing in on an
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aerial view of your beloved ‘homestead’ showing your own car in the
drive.

We now appear as masters of the universe, able to see everything and
confident in the belief that any problem we create we can also solve. It is
just a question of a plentiful flow of research grants and resources.
Meantime, we plan to bury our nuclear waste.

Awesome capability
We are the only species ever to have it within its power to destroy itself
along with our beautiful and frail planet. This is an awesome capability
and one for which our culture, education and politics ill prepare us to cope
creatively. Change is frequently and thoughtlessly portrayed as progress,
and progress so unidimensionally defined is evident on all sides.

In spite of this, at no time in history have so many people been fearful
of the developments surrounding them and are becoming alienated from
the society producing them. Doubts are jolted into concerns by global
warming events or the looming spectre of an Avian Flu pandemic. Yet it
tends to be a fear that dare not speak its name. Who after all, can be against
progress, even if it is defined in its own self serving terms?

Paths not taken
In order to analyse where we are now with IT systems it is important to
look back historically to identify turning points at which technology might
have and could have developed differently. This is akin to Rosenbrock’s
notion of the ‘Lushai Hills Effect’ (Rosenbrock 1988, 1990). He suggests
that with technology, we sometimes take a particular route of development
and once we have done so we begin to believe that it is the only one. We
then develop cultural forms, educational systems and a philosophical
outlook which supports that contention. It therefore seems useful at this
juncture to explore different interpretations of human and technological
progress which may throw light on our present dilemma and indicate
alternatives worthy of exploration.

Ego smashing events
We are indebted to Mazlish (1967) for the notion of technological and
scientific development as dismantling discontinuities in historical ego
smashing events. The first arises from Copernicus and Galileo which
resulted in a re-organisation of the universe with our earth no longer at its
centre. The second is based on Darwin who robbed human beings of the
particular privilege of having been specially created. The third, based on
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Freudian insights, suggests that we are not the masters of our own
consciousness in the way we had assumed ourselves to be. Our society is
now apparently demolishing the fourth discontinuity – the one between
humans and their machines.

Self elimination
‘To put it bluntly, we are now coming to realise that man and the machines
he has created are continuous and that the same conceptual systems that
help to explain the workings of the human brain also explain the workings
of a thinking machine. Man’s pride and his refusal to acknowledge this
continuity is the sub-stratum upon which the distrust of technology and
industrial society has been reared’ (Mazlish 1967). However, as we shall
suggest later, this sub-stratum of distrust may be overcome if we view
human beings and their machines as constituting a symbiosis rather than a
convergence. Otherwise, as Karl Pearson (cited in Weizenbaum 1976) puts
it: ‘The scientific man has above all things, to strive at self elimination in
his judgments’ (Pearson 1976).

Walking, feeding, thinking
Another conceptual framework which yields interesting insights is to
consider technological change as a series of phyla. Rapoport (1963)
identifies four. The first phylum consists of tools. Tools appear
functionally as extensions of our limbs. While some mechanical advantage
may be gained from such a device, it in no way functions ‘independently
of us’.

The second phylum is mechanical ‘clockworks’. Here the human effort
in winding up the mechanism is stored as potential energy which may be
released. Over a long period of time the clockwork gives the impression of
autonomous activity. Furthermore, it is not a prosthetic device to extend
our human capabilities but rather one that produces time: hours, minutes
… to pico-seconds. Thus in his seminal work, Lewis Mumford asserts that
it is the clock and not the steam engine that is ‘the key machine of the
modern age’ as it ‘dissociated time from human events and helped create
the belief in an independent world of mathematically measurable
sequences: the special world of science’ (Mumford 1963).

Weizenbaum points out that clocks ‘are the first autonomous machines
built by man and until the advent of the computer they remained the only
truly important ones’. He also asserts ‘This rejection of direct experience
was to become one of the principal characteristics of modern science’
(Weizenbaum 1976).
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The third phylum is heat engines. These gradually emerged as devices
that were neither pushed nor pulled but ‘fed’. The fourth phylum covers
devices capable of collecting, storing, transmitting, manipulating,
initiating information and determining actions based on these.

It will be seen that in each phylum, the device moves toward
autonomous capabilities but there is also a form of narcissism –
technological narcissism – as clockworks ‘walk’, heat engines ‘feed’ and
computers ‘think’. We design devices with some human attributes and then
in a strange dialectical way we begin to perceive ourselves as partial mirror
images of the machines. During the early stages of clockworks, drawings
showed human sinews and muscles in machine-like manner and Déscartes
refers to the human being as a machine. In the era of heat engines there is
a growing concern about what and how humans are fed. This is sometimes
reflected in concerns about dietary intake and some even suggest could
lead to anorexia.

The fourth phylum leads to a situation where someone could say
disparagingly ‘The human mind is the only computer made by amateurs’
and a high priest of technology was presumably half joking when he said
‘Human beings will have to accept their true place in the evolutionary
hierarchy: animals, human beings and intelligent machines’.

Fault in reality
The foregoing provides an interesting context in which to view the
potential for human centred systems. However, the discussion of such
systems has suffered from its questioning of the given orthodoxy in
contemporary science. To do so is to elicit the disapproval of many of
one’s colleagues. Sympathetic colleagues may imply that you have not
grasped the greatness of all that is going on. Less sympathetic colleagues
hint that you are questioning rationality itself and are therefore guilty of
irrationality.

Although Stalinistic psychiatric wards are not threatened, grants may
dry up and you can forget that tenured post. Perhaps the students in the
sixties had a point with their posters: ‘Don’t adjust your mind. There’s a
fault in reality’.

Our culture conveys the sense that a calculation is precise, analytical
and scientific. It is regarded as apolitical and objective. Indeed in the
sixties, when social scientists were struggling to gain acceptance of their
science, many of their papers were awash with calculations and diagrams.
However, when I worked in the aerospace industry I found that those who
could make best use of computers and calculations already knew in a ‘ball
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park’ sense what the answer should be and they used computer based
calculation as a fine tuning device. They were able to rely on their
judgment, so if a discrepancy arose the problem would be re-visited.

In spite of this, judgment tends to be regarded as something much less
significant. An informed guess – or worse a shot in the dark – is often
dismissed as mere speculation. At the level of proficiency, Dreyfus refers
to it as ‘holistic similarity recognition’ and points out that ‘intuition is the
product of deep situational involvement and recognition of similarity’.
This becomes expertise when ‘not only situations but also associated
decisions are intuitively understood’ (Dreyfus and Dreyfus 1986). Using
still more intuitive skills the expert can cope with uncertainties and
unforeseen or critical situations and has the ability to override or disagree
with calculated solutions.

Decision making is probably at its best when there is a creative
interaction between judgment and calculation. Both have their place in the
symbiosis.

Intimidation
Pivotal to all of this must be whether the output of a calculation is correct
and how we can verify its status. Calculations, at least in the temporary
sense, can be quite intimidating even if they are completely wrong.
Archbishop Ussher, in calculating the age of the world as understood in the
Middle Ages, declared it was created in 4004 BC on October 22 at about
6.00p.m. (Ussher cited in Rosenbrock 2002). Although his calculation was
wrong by some billions of years it must have seemed quite impressive at
the time.

Recently, in a widely publicised trial, the expert witness Sir Roy
Meadows declared the probability of two natural unexplained cot deaths
occurring in a family was 73 million to 1. The court was impressed. Only
later, when the odds were shown to be closer to two hundred to one, was
the enormity of the error exposed.

I have described elsewhere the shift from judgment to calculation with
some of the consequences. Initially, these were in the engineering field but
are increasingly occurring elsewhere, e.g. in the medical field. I have
represented this graphically as a shift from judgment to calculation; from
the subjective to the objective and from signal to noise (Cooley 2002).

The question may arise as to whether this matters significantly. Perhaps
the problems identified are merely transitional ones which occur as the
systems are being bedded down. It will be argued by many that this is in
the nature of the human progress project.
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After all, we extended the capacity of our hands through a variety of
tools. With spectacles, telescopes, microscopes and scanners we extend
our vision. IT technology is merely a further development in which we
now extend the capacity of our minds. This is a part of human progress –
a speeded up version of the strongest of the tribe climbing to the top of the
hill to see what is on the other side. If it could be done then do it!

Can we, should we?
I hold that it is no longer adequate to ask ‘Can we do it?’ Rather we need
to enquire ‘Should we do it?’ The fourth phyla is of a different order to the
previous three.

The new technologies under consideration have been developed by
appropriating human intelligence and objectivising it into computer based
programmes and technological procedures. However, this is becoming
qualitatively different from previous technological developments in that
more and more humans – even at the highest professional levels – are
becoming increasingly dependent on calculations and systems output.

The deep problem arises when human abilities and judgments so
atrophy that we are incapable of disagreeing with, questioning or
modifying a system’s output. A simple example of this is the increasing
number of people unable to add a column of figures, even to get an
approximate total.

Loss of nerve
I do believe that we are now at a historical turning point where decisions
we make in respect of new technology will have a profound effect upon
the manner in which our species develops. As matters now stand we are
becoming increasingly dependent –  some would say abjectly so – upon
machines.

Rosenbrock has cautioned against this approach. In the field of
computer aided design, the computer is increasingly becoming a sort of
automated design manual leaving only minor choices to the design
engineer. This he suggests ‘seems to me to represent a loss of nerve, a loss
of belief in human ability and a further unthinking application of the
doctrine of the division of labour’. He further points out that the designer
is thus reduced to making a series of routine choices between fixed
alternatives in which case ‘his skill as a designer is not used and decays’
(Rosenbrock 1977).

The same underlying systems design philosophy is now evident across
most areas of intellectual activity. The outcome could be an abject
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dependence on systems and an inability to ‘think for ourselves’. However,
we still have a historical window which may well be closing but which
might still allow for the design of systems in a symbiotic manner to make
the best use of human attributes together with those of the system.

Half a century ago the Turing Test was devised to distinguish between
human beings and machines. All around the world today we see examples
of humans behaving more like machines and machines more like human
beings. The development is in the form of a convergence whereas what is
required is one based on symbiosis.

Parody becomes reality
In the BBC comedy series Little Britain, the character Carol is a bored and
indifferent bank employee. When a customer asks for a £2,000 loan she
types in a few figures and declares smugly: ‘Computer says no’. Becoming
increasingly anxious the customer makes a number of suggestions
including a smaller loan and meeting the Manager. Getting the same
response the customer makes a final attempt saying ‘Is there anything I can
do?’ Carol whispers to the computer and repeats ‘computer says no’.

All of this so resonates with the public’s experience that there is now a
brisk market for badges, fridge magnets, key-rings and cartoons bearing
the slogan ‘computer says no’. You can even get a ring tone for your
mobile declaring it. In the parody Carol at least speaks to the customer but
the reality can be much more alarming.

When a Rochdale resident had no response whatsoever to three urgent
e-mail messages to the Council’s Planning Department objecting to the
erection of a structure, he eventually established that the messages had
been screened out by Rochdale’s anti-porn software due to his inclusion of
the dreaded word ‘erection’ (Press report 2006). The computer had said
‘no’ and the plans were passed before the protest could be considered as
the system was devoid of the contextual understanding that a human being
would have applied. Such experiences are now becoming commonplace
even as IT equipment manufacturers proudly proclaim in adverts that their
products help you ‘Take back control’.

On your bike
The nature of technological change in its current form is that propositional
knowledge becomes more significant than tacit knowledge. This results in
‘know that’ being more important than ‘know how’.

Tacit knowledge comes from ‘learning by doing’ and results in the
ability to judge situations based on experience. Propositional knowledge is
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based more on analysis and calculation. Within the human centred
tradition, a symbiosis of the two and a creative interaction of them is
essential. This is particularly true in the case of skilled activities.

The nature of tacit knowledge is that (to quote Polanyi): ‘There are
things we know but cannot tell’. In his seminal paper he continues:

‘I can say I know how to ride a bicycle or how to swim but it does not mean
that I can tell how I managed to keep my balance on a bike or keep afloat when
swimming. I may not have the slightest idea of how I do this or even an entirely
wrong or grossly imperfect idea of it and yet can go on cycling and swimming
merrily.’

He points out that there are two kinds of knowledge which invariably enter jointly
into any act of knowing a complex entity. There is firstly knowing a thing by
attending to it. In that way that we attend to the entity as a whole. And secondly
there is knowing a thing by relying on our awareness of its purpose of attending
to an entity to which it contributes. A detailed explanation of this is given by
Polanyi himself (Polanyi 1962).

Use–abuse
One of the key strands of the debate about human centred systems in the
United Kingdom arose not so much in academic circles as in the industrial
context of Lucas Aerospace. The company employed some 18,000 skilled
craftsmen, prototype fitters, engineers, metallurgists, control systems
engineers, scientists and laboratory staff. In the early seventies the
company was one of the world’s largest manufacturers of aerospace
actuators, generators, systems and auxiliary items.

It was clear that the company was embarking on a rationalisation
strategy and it eventually emerged that some 4,000 of these world class
technologists were facing unemployment. Several leading members of
trade unions were engaged in debates in the continuing discussion from the
sixties on the role of science and technology in society. These discussions
went far beyond the use/abuse model and questioned the nature of science
and technology itself.

There was a vigorous discussion about the gap between the potential of
science and technology and its reality. Furthermore, there was a
questioning of the assumption that science – in its own terms at least – had
come to monopolise the notion of the rational and could therefore be
counter-posed with irrationality and suspicion. Indeed it came to be seen
as a means by which irrationality could be exercised. In discussions and
exchanges of correspondence with organisations such as the British
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Society for Social Responsibility in Science through to academics in the
United States, it gradually began to be realised that far from being neutral,
science and technology actually reflected sets of values causing us to
speak in terms of the control of nature, the exploitation of natural resources
and the manipulation of data.

One best way?
It was clear that within science and technology there is the notion of the
‘one best way’. However, viewing them as part of culture which produced
different music, different literature and different artefacts, why should
there not be differing forms of science and technology? Furthermore
there was an increasing realisation that science and technology had
embodied within it many of the assumptions of the society giving rise
to it.

Space will not permit a detailed exploration of these extraordinary
developments. Suffice it to say that the workforce produced a plan for
what they called ‘Socially Useful, Environmentally Desirable Production’.
They produced and demonstrated a road/rail vehicle, prototypes of city
cars and they designed and produced a range of medical products all as an
alternative to structural unemployment. There were also a variety of
products proposed for third world countries. In discussions dealing with
how these products would be produced, it was suggested that producing
these in the usual Tayloristic, alienating fashion would be unacceptable
and so there arose in parallel a searching and probing discussion about the
notion of human centred systems which would celebrate human skill and
ingenuity rather than subordinate the human being to the machine or
system.

In the discussions which led to the widely acclaimed Lucas Workers’
Plan (Cooley 1991), there needed to be practical examples so that the
polarised options of development could be recognised. That is, whether the
process should be total automation and machine based systems or those
which would build on human skill and ingenuity.

The European Economic Community sponsored a major research
programme with research institutes and private companies in Denmark,
Germany and the United Kingdom to produce a human centred system and
the positive results of this are reported elsewhere (Cooley 1993).

Telechirics – high tech, high touch
Another practical example arose from the design need to produce a
submersible vehicle capable of carrying out repairs in hazardous offshore
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environments. Initial considerations of a highly automated device
indicated the huge computing and feedback capabilities necessary if
humans were to be excluded from the process.

It was recognised that a telechiric device could work in a remote and
hazardous environment but provide feedback – audio, tactile and visual to
skilled operators in a safe environment. Such devices were already in use
in other hazardous environments such as nuclear power. Thus telechiric
devices became one of the product proposals in the Lucas Plan and
emphasis was laid upon the wider application of such environments, not
least in the medical field. In all cases the systems were designed such as to
celebrate and enhance the skill and ability to judge of the human beings
involved.

Look and feel
In the case of surgery, some of the sensationalist press headlines refer to
‘robotic surgeons’. In fact the reality is that some of these systems would
enhance the skill of the surgeon rather than diminish it. An example is in
the field of minimal invasive surgery. These systems provide enhanced
dexterity precision and control which may be applied to many surgical
procedures currently performed using standard laparoscopic techniques. In
fact the systems now reported succeed in providing the surgeons with all
the clinical and technical capabilities of open surgery whilst enabling them
to operate through tiny incisions.

As one of the companies producing such systems point out, it succeeds
in maintaining the same ‘look and feel’ as that of open surgery. The
surgeon is provided with a ‘tool’ to enhance and extend his or her skill
whilst the patient may experience a whole range of improved outcomes,
e.g. reduced trauma to the body, shorter hospital stay, less scarring and
improved cosmesis. It is the judgment of the skilled surgeon that drives the
system, not the technology.

Cavalier disregard
It is gratifying to see the emergence of some systems displaying many of
the symbiotic attributes AI and Society has been espousing. Alas, the
dominant tendency is still to confer life on systems whilst diminishing
human involvement. Designers do so with cavalier disregard for potential
human competence. Quantitative comparisons of human and systems
capabilities are questionable and they do not compare like with like.
However it is sobering on occasion to reflect upon the ballpark
comparison. Thus Cherniak (Cherniak 1988) suggests that the massive
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battle management software of the Strategic Defence Initiative is ‘at least
a 100 times smaller than the estimated size of the mind’s programme’.

Networks
Human and technology networks can encourage and stimulate people to be
innovative and creative. To encourage people to think in these terms, we
need a form of enterprise culture. However, universities and conventional
secondary schools disregard such attributes because many are not
predictable, repeatable or quantifiable. From a democratic standpoint, we
need to redirect science and technology because more and more of our
citizens are opposed to its present form and to those who own and
control it.

A recent survey of EU citizens shows that if you ask them whom they
can believe when informed about issues such as bio-engineering and
genetic modification, only about 21% believe that you can accept what the
multinationals tell you, which suggests to me that there are still a lot of
trusting people out there. Then if you ask them what about universities,
only 28% say that you can believe what the universities say because they
are frequently apologists for the big companies. However, if you ask them
‘Can you believe what Greenpeace tells you?’ 54% will say ‘Yes’.

Now this survey is a very important warning for us. If we have lost the
trust of our citizens its no use pleading that they cannot or have not
understood, for it is our fault for failing to communicate adequately. There
are ways of communicating if we really want without making a virtue out
of complexity.

Kindred spirits
Challenging the given orthodoxy is a precarious and lonely affair. It is
therefore important to build up and participate in a supportive network of
kindred spirits. This may take many forms, one example is the Institute
Without Walls set up by AI & Society. The exchange of ideas and the
development of collaborative projects are all important.

The support of funding bodies was likewise important with the Greater
London Enterprise Board gaining European Union research funding for
Esprit 1217 – to design and build and demonstrate a human centred
manufacturing system. Funding was also made available by the EU FAST
project – to set up a team of experts from European Union member states
which would produce a report.

The ensuing report was entitled ‘European Competitiveness in the
Twenty-First Century: the Integration of Work, Culture and Technology’.
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It was part of the FAST proposal for a research and development
programme on ‘Human Work in Advanced Technological Environments’.
The report provided practical examples of human enhancing systems and
called for an industrial and cultural renaissance. It advocated that new
forms of education should facilitate the transmission of a culture valuing
proactive, sensitive and creative human beings.

In 1990, the European Union commissioned and published 26 reports in
its Anthropocentric Production Systems (APS) research papers series.
Several of these were based on an analysis of the potential of APS for
individual member states.

Cherish skill and judgment
During the formulation of the original ideas, the International
Metalworkers’ Federation held a conference in 1984 and hosted a
presentation by the author entitled ‘Technology, Unions and Human
Needs’. The presentation, subsequently published as a 58 page report in 11
languages including Finnish and Japanese, was circulated to the
Federation’s members worldwide.

Publicity for these ideas at the more popular level was also important as
it is spurious to talk about a democratic society if the public cannot
influence the manner in which technology is developing. In this context,
the 1-h television programme in the Channel 4 (London) Equinox series,
which was presented by the author, caused considerable interest as did a
number of interviews and articles in the more popular press. TV Choice
London produced an educational video ‘Factory of the Future’ explaining
the application of human centred systems which valorise human skill and
judgment.

The wriggling worm
Education – like democracy – can only be partially given and for the
remainder, it must be taken. Indeed, taking it is part of the process itself.
Some of those designing IT systems for education behave as though a body
of knowledge can be downloaded on to a human brain. It is true that some
of these systems are impressive and used as a tool to aid human learning
they are, and will continue to be, of great significance. The range of
options, images and supporting films and graphic animation can indeed be
overwhelming. However, it should be noted that in many cases they come
between us and the real world. They provide us with forms of second and
third order reality and information.

This may be explained by a simple example. Any child can get an
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impressive range of support from the internet and learning systems but this
form of knowledge is very different from that acquired by one who goes
into their local wood, lifts up a stone, picks up a worm and feels it
wriggling in the palm of his hand. To this tactile input may then be added
contextual information – summer or winter? Farms in the background?
Was there the scent and feel of damp soil or decaying leaves?

So I suggest that in education, in coming years, we are going to acquire
learning in developing situations where there will be the form of explicit
knowledge you acquire in a university, but of equal importance will be the
implicit knowledge and the informal situations that really advise our lives.
It is essential to understand that if we just proceed on this mechanistic
basis, the mistakes we make will be truly profound and creative
opportunities will be missed.

Natural science?
We are frequently told that the best way we can proceed is within a rule-
based system. This is absolutely extraordinary! As any active trade
unionist knows, the way to stop anything in its tracks is to work to rule. It
is all the things that we do outside the rule-based system that keeps
everything going.

As matters now stand, the given scientific methodology can only accept
that a procedure is scientific if it displays the three predominant
characteristics of the natural sciences: predictability, repeatability and
mathematical quantifiability. These by definition preclude intuition,
subjective judgment, tacit knowledge, dreams, imagination, heuristics,
motivation and so I could go on. So instead of calling these the natural
sciences, perhaps they should be re-named the unnatural sciences. There
are other ways of knowing the world than by the scientific methodology.

Furthermore, when we talk of informating people rather than
automating them we need to be clear that we are talking about information
and not data. Transforming data into information requires situational
understanding which the human can bring to bear. This information can
then be so applied as to become knowledge which in turn is absorbed into
a culture and thereby becomes wisdom (Cooley 2002).

The mistress experience
Reductionists have much to answer for. They have intimidated those who
proceed on the basis of tacit knowledge. Even the giants of our civilisation
were derided by them.

Thus we have Leonardo’s spirited riposte: ‘They say that not having
learning, I will not speak properly of that which I wish to elucidate. But do
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they not know that my subjects are to be better illustrated from experience
than by yet more words? Experience, which has been the mistress of all
those who wrote well and thus, as mistress, I will cite her in all cases’
(Cooley 1991). The academic reductionists had even enacted a law to
prevent master builders calling themselves a ‘master’ because it may have
been confused with the academic title ‘magister’.

Perfect flower of good manners
As early as the thirteenth century, Doctors of Law were moved to protest
formally at these academic titles being used by practical people whose
structures and designs demonstrated competence of the highest order. Thus
the separation between intellectual and manual work; between theory and
practice, was being further consolidated at that stage, and the title Dr
Lathomorum was gradually eliminated. The world was already beginning
to change at the time when the following epitaph could be written for the
architect who constructed the nave and transepts of Saint Denis:

‘Here lies Pierre de Montreuil, a perfect flower of good manners, in this life a
Doctor of Stones.’

Significantly, following this period and in most of the European languages
there emerged the word DESIGN or its equivalent, coincident with the
need to describe the occupational activity of designing. This is not to
suggest that designing was a new activity, rather it indicated that designing
was to be separated from doing and tacit knowledge separated from
propositional knowledge (Cooley 1991).

Liberating human imagination
Within the human centred tradition, liberating human imagination is
pivotal. This is true in the hardest of the sciences as it is in music or
literature. Einstein said on one occasion ‘imagination is more important
than knowledge’. Furthermore, when pressed to reveal how he arrived at
the theory of relativity, he is said to have responded ‘When I was a child
of 14 I asked myself what it might be like to ride on a beam of light and
look back at the world’.

In a wider sense, we need to emphasise all the splendid things that
humans can do.

This is in contrast to the defect model which emphasises what they
cannot do. The destructiveness of viewing humans in this manner is
dramatically highlighted in the extraordinary passage in James Joyce’s
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Finnegans Wake when he describes the purveyors of this negative
approach as:

‘Sniffer of carrion, premature gravedigger, seeker of the nest of evil in the
bosom of a good word, you, who sleep at our vigil and fast for our feast, you
with your dislocated reason …’ (Cooley 2005).

Confucius
This article has been wide ranging and will have raised a number of
controversial issues. The references provide a framework in which to
explore the ideas further. Some parts of it deal with cutting edge new
technologies, yet it is gratifying to think that we can revert to Confucius to
encapsulate these ideas so succinctly.

‘I hear and I forget. I see and I remember. I do and I understand.’
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